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RISKS ASSESSMENT OF USING ARTIFICIAL
INTELLIGENCE IN EDUCATION?

Abstract: Recognising ethical challenges in integrating artificial intelligence in edu-
cation raises many sociological questions. This study aims to identify and classify risks of
using artificial intelligence in education with a quantitative assessment of the probability
of risk occurrence in relation to the degree of teacher control and artificial intelligence
automation according to the Human-Centred model. The theoretical analysis identified 10
risks, which were grouped into four categories. The descriptive statistical analysis based on
insights from nine experts indicates that a combination of high control and high automation
is most effective in mitigating risks, whereas low control with high automation is the riskiest
scenario. Future implications emphasise preventive educational measures for reliable use.

Keywords: teacher control, artificial intelligence automation, educational risks, digital
society, hybrid intelligence

INTRODUCTION

Artificial Intelligence in Education (AIEd) is a multidisciplinary field that explores and
applies Al technologies to enhance teaching and learning at all levels of education (Tuomi
et al,, 2023). In the literature, artificial intelligence in educational settings is increasingly
denoted by the abbreviation AIEd, which refers to technologies designed to support teaching,
learning, and decision-making processes (Hwang et al., 2020). Through the integration of
various technological concepts, including machine learning, deep learning, neural networks,
data analytics, and computer vision, AIEd is recognised as a powerful educational tool
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capable of adapting to individual student needs and optimising the learning environment.
Furthermore, AIEd possesses the potential to facilitate the transformation of educational
practices through innovative technology, facilitating personalised and collaborative learning,
asynchronous discussions, and automated assessments (Nguyen et al., 2023).

Currently, Al results are limited to Artificial Narrow Intelligence, which is specialized
for specific tasks such as Google Assistant, Siri, Google Translate, and other natural language
processing tools. However, it is predicted that Artificial General Intelligence will possess
consciousness, emotions, and genuine intelligence comparable to human intelligence (Babu
& Banana, 2024). The next kind of expected Al could surpass human intelligence and lead
to Artificial Super Intelligence, which will be much faster and better than humans, raising
concerns about what the world will look like with such technology, along with numerous
ethical dilemmas (Bostrom, 2014). Education and AI are undoubtedly interconnected. The
Strategy for the Development of Artificial Intelligence in the Republic of Serbia for the
Period 2025-2030 highlights the importance of education in both training AT experts and
adapting to AI-driven changes in students” environments (Official Gazette of the Republic
of Serbia, No. 30/18). It is clear that AT holds considerable potential to shape the future
of education by opening up new possibilities for personalised learning and enhancing
teaching practices, while also offering the ability to prevent discrimination, uphold fairness
and justice, and avoid replacing human involvement (Schmager et al., 2023, p. 4 according
to Xu et al., 2022). High-tech solutions challenge traditional pedagogical approaches by
leveraging both human and artificial intelligence. AI influences the future development
of education, while the modern education system contributes to its continuous progress,
together promoting and enhancing technological advancement (Lufeng, 2018, p. 609).

However, AIEd faces a range of challenges that go beyond the technical aspects of its
implementation, including resistance within the education system. Teachers often express
concerns about the mismatch between the capabilities of Al tools and the requirements of
curricula, as well as ethical dilemmas and the potential erosion of their professional autonomy
(Kizilcec, 2024). These challenges point to a broader social dynamic in the adoption of Al
raising not only questions about its functionality in the educational process but also about
responsibility, regulation, and the ethical implications of its use in contemporary society.

The idea of AIEd does not rely on unconditional trust in these systems but rather on
creating an environment where teachers can gradually build confidence in the meaningful
application of Al in education through experience (Kizilcec, 2024). As technology becomes
increasingly integrated into education, it prompts broader sociological questions about how
automation affects not only the role and autonomy of teachers, but also accountability and
regulatory frameworks within the education system (Mandi¢ et al., 2024a; Mandic et al.,
2024b). The effective integration of AIEd represents a complex sociotechnical challenge
that necessitates a consideration of human factors to ensure their purposeful and respon-
sible implementation (Buckingham et al., 2019). Although the number of experts capable
of developing Al continues to grow, far fewer systematically analyse the implications this
technology entails (Kissinger et al., 2021).

The Artificial Intelligence for K-12 initiative (AI4K12) focuses on AT’s potential to
improve access to education, aiming to ensure equitable access to educational resources
for all students, regardless of their social or economic status, and enhance inclusivity by
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reducing existing barriers (Kohnke & Zaugg, 2025; AI4K12, 2024). Ethical standards and
the potential negative effects of AI in education raise important sociological questions
within educational contexts.

This paper provides a detailed identification of the risks that may arise within AIEd,
suggesting their classification into categories and analysing how different levels of teacher
control and AI automation could have an impact on risk appearance.

Sociological dimensions of AIEd integration

The integration of Al across various societal domains raises complex questions
regarding the level of system automation and its broader social implications. Examining
these processes from a sociological dimension is particularly relevant, given the claims by
certain scholars that contemporary society operates within a framework of surveillance
capitalism (Zuboff, 2019). In this context, digital surveillance is becoming an integral part
of everyday life, with a justified concern that surveillance infrastructure is being normal-
ised and accepted without critical scrutiny (Elliot et al., 2021), just as there is a risk that
Al-based automated systems may eventually be perceived as infallible, without considering
the validity of their content and outcomes (Luknar, 2024a).

From a sociological standpoint, technologies are not neutral but rather shaped by
socio-political and economic structures which directly influence their application and in-
stitutional regulation (Selwyn & Facer, 2014). Therefore, the integration of Al into various
domains, particularly within the education system, requires carefully considered strategies
grounded in ethical and socially responsible principles of digital technology usage (Elliot et
al., 2021). Prospective predictions regarding the outcomes of the transition from Artificial
Narrow Intelligence to Artificial General Intelligence, and subsequently to Artificial Super
Intelligence, raise numerous ethical concerns, given that without clear regulatory frameworks
and critical oversight, there is a risk that automated systems will not only fail to reduce
existing social inequalities, but may also deepen them further.

The development of Al is an extremely dynamic process, which further complicates
the creation of legal regulations capable of foreseeing the ethical framework for AI usage.
This challenge becomes particularly pronounced when the level of Al automation surpasses
human control, raising fundamental questions of responsibility, safety and fairness in its
application (Jiang, 2023). A higher level of automation in Al systems further complicates
the issue of responsibility distribution, requiring precisely defined regulatory mechanisms
to ensure their lawful and socially responsible implementation while mitigating legal,
ethical, and sociological risks associated with the application of AI (Elahi & Cook, 2023).
While awareness of the risks and misuse of AI forms the basis for its ethical regulation, and
its application contributes to human well-being, the integration of Al is justified (Luknar,
2024Db). The preservation of human control in AIEd systems is a crucial prerequisite for the
ethical and responsible integration of Al into the educational process, where Al can play a
supportive role, but not a decisive one in pedagogical decision-making (Suvakovi¢, 2024).
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Hybrid intelligence in the context
of human control and AI automation

Al algorithms, developed through deep learning and neural networks, adapt based on
human inputs, evolving to resemble human thinking. Hybrid Intelligence (HI) combines
human and AI through dynamic, bidirectional interactions to achieve superior results and
solve complex problems (Nguyen, 2025). The goal of HI is to leverage the strengths of both
human and Al intelligence for better outcomes (Dellermann et al., 2019). Studies suggest
that Al should enhance, not replace, human capabilities, particularly in teaching (Chen,
2022; Schmager et al., 2023).

In this context, HI strengthens through Human-AI Cooperation (HAC), where the
teacher remains central to the learning process (Nguyen, 2025). Teachers excel in addressing
innovative and non-academic issues, such as emotional understanding and creativity (Chen,
2022). AL however, outperforms in handling structured, repetitive tasks and analysing
large sets of student performance data (Zawacki-Richter et al., 2019). Although AI can
offer personalised learning recommendations and feedback, it requires human oversight to
ensure ethical operation (Molenaar, 2022). Human control is tied to the ability to influence
actions, while automation refers to systems executing tasks independently (Alfredo et al.,
2024). The balance between human control and Al automation is crucial to prevent risks
from an imbalance (Domfeh et al., 2022). Molenaar suggests a framework outlining six
levels of control between teachers, learners, and Al from full teacher control to complete Al
automation (Molenaar, 2022). Similarly, Nguyen identifies levels of human involvement in
Al systems, ranging from “human-in-the-loop” to “human-out-of-the-loop,” with varying
degrees of teacher oversight (Nguyen, 2025).

METHODOLOGY

The main concept of AIEd, in the context of hybrid intelligence and human-AT collab-
oration, places humans at the centre of attention. Consequently, this has directed us toward
the Human-Centred AI (HCAI) approach, which can provide a solution to the ethical and
purposeful integration of Al into educational environments, with the ultimate goal of improv-
ing educational outcomes, supporting students’ well-being, and preventing potential risks.
Schmager et al. (Schmager et al., 2023) define HCAI as an approach that enhances human
capabilities while maintaining human control over Al systems, taking into account ethical
and legal aspects as well as societal well-being, and ensuring that AIEd is reliable, safe, and
trustworthy, while fostering self-confidence, expertise, and creativity (Shneiderman, 2020).

This paper aims to identify and classify critical risks associated with the implementa-
tion of AIEd with quantitative assessment of the probability of risk occurrence depending
on the degree of teacher control and Al automation in alignment with the Human-Centred
AT (HCAI) model (Shneiderman, 2020). To improve precautions and minimise potential
negative impacts, an initial theoretical analysis was carried out to identify critical risks
related to AIEd. Following this, a descriptive analysis was conducted, involving the sta-
tistical processing of data obtained from sample of nine experts from diverse fields, with
2 IT specialists and 7 participants from the domain of university education, including 4
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specialists in the methodology of teaching educational technologies, 1 expert in teaching
methodology, 1 expert in educational sociology, 1 expert in civil security assessments.

The assessment was conducted for different modalities of human control and Al auto-
mation, represented by four quadrants (Q) of the HCAI model. Shneiderman (Shneiderman,
2022) proposed a two-dimensional framework that outlines the distinction between various
degrees of human control and computer automation, emphasising that these elements are
interdependent rather than mutually exclusive (Alfredo et al., 2024). More specifically,
human control can be analysed in four quadrants by low or high teacher control combined
with low and high automation of AIEd:

Q1: LOW teacher control & LOW AIEd automation: describes systems with minimal
user control and negligible automation. Users can only interpret the information provided
without the ability to customise or modify it, e.g., the use of learning resources in learning
management systems (Alfredo et al., 2024; modified according to: Shneiderman, 2020;
Shneiderman, 2022).

Q2: HIGH teacher control & LOW AIEd automation: refers to systems that allow
users to personalise and configure aspects of the information process, while retaining con-
trol of the learning environment with minimal or no automation of Al e.g., personalised
visualisation dashboards or educator-driven data analytics systems (Alfredo et al., 2024;
modified according to: Shneiderman, 2020; Shneiderman, 2022).

Q3: LOW teacher control & HIGH AIEd automation: refers to systems that rely
heavily on automation with minimal user control. In these systems, algorithms manage
decision-making and actions, e.g., automated grading systems that may replace or assist
the teacher in specific assessment tasks (Alfredo et al., 2024; modified according to:
Shneiderman, 2020; Shneiderman, 2022).

Q4: HIGH teacher control & HIGH AIEd automation: describes systems that combine
manual operation with automated assistance to support decision-making in learning envi-
ronments. In these systems, users leverage automation to analyse learning data and make
informed pedagogical decisions, e.g., intelligent teaching assistants, advanced predictive
tools in analytics dashboards offering guidance and support in decision making (Alfredo
et al,, 2024; modified according to: Shneiderman, 2020; Shneiderman, 2022).

The research instrument was developed by intersecting a total of 10 AIEd risks with
different quadrants of the HCAI model in order to assess what level of teacher control and
AIEd automation in the educational process may influence the probability of risk occur-
rence. Similar risks were grouped into a single category to make the analysis more precise.

The results were collected based on the expert assessments, which were statistically
analysed using mean values and standard deviations, interpreted according to the values
of the measurement instrument based on a five-point Likert scale. The degree of teacher
control and Al automation was compared with the assessment of the probability of risk
occurrence and evaluated using the following scale:

o 1 - Strongly disagree (that risks will occur)

« 2 - Disagree to some extent (that risks will occur)

« 3 — Neither agree nor disagree (that risks will occur)

o 4 — Agree to some extent (that risks will occur)

o 5 — Strongly agree (that risks will occur)
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RESULTS AND DISCUSSION

Given the complexity of AIEd, a single risk can be associated with multiple aspects
of Al implementation. In this context, the theoretical analysis focused on identifying the
most common risks that occur during the implementation of Al in the educational context.
These risks reflect general challenges that may occur during and after the implementation
of AIEd systems.

Classification of AIEd risks

Despite its numerous advantages, the use of Al in education introduces various risks
and threats that must not be ignored (Bu, 2022). To mitigate these risks, it is crucial to thor-
oughly identify and analyse them to prevent them and create a framework for responsible
and ethical Al implementation. According to Igbokwe (Igbokwe, 2024), several potential
risks (1-9) are linked to AI in education, many of which overlap with the concerns of other
authors, including Yampolskiy (2022) and Zanetti et al. (2020). Additionally, some authors,
such as Chan (2023) and Berendt et al. (2020) have pointed out further risks specific to the
educational context. Based on the literature, the following risks emerge as key concerns in
AJEd implementation.

1. Bias in AT algorithm and Decision-Making: Al algorithms are complex, making
it difficult to understand how decisions or recommendations are made. This lack
of clarity can reduce trust and complicate decision-making (Igbokwe, 2024). To
address this, Al systems in education require greater transparency and clearer
explanations. This risk is also recognised by other authors (Bu, 2022; Yampolskiy,
2022; Zanetti et al., 2020; Covi¢, 2024).

2. Data Privacy and Security - The use of Al in education involves processing per-
sonal data, including sensitive information about students, teachers, and parents.
Compliance with privacy laws, such as GDPR in Europe and FERPA in the U.S,, is
necessary to ensure data protection and security (Igbokwe, 2024). Ensuring data
privacy and security in Al applications is a significant risk. The security of data may
be compromised at various stages, increasing the risk of breaches in data security
standards by Al developers (Bu, 2022; Chan, 2023).

3. Lack of Transparency in Al Decision - (Black box) — The lack of transparency in
AT decision-making, often referred to as the “black box” effect, raises concerns
about how recommendations or decisions are made (Igbokwe, 2024). Users face
difficulties in understanding the processes behind Al decisions, leading to confu-
sion and mistrust. In education, for instance, AI may suggest specific measures to
address problems, but educators may not understand the factors influencing those
recommendations. Other authors also emphasise the lack of transparency in Al
systems (Zanetti et al., 2020).

4. Accountability and Ethical Responsibility - Determining responsibility becomes
challenging when Al systems cause errors (Igbokwe, 2024). It is unclear whether
responsibility lies with the developers of the software solutions or the educational
institutions implementing them. This uncertainty creates ethical dilemmas and
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undermines trust in Al particularly in education (Yampolskiy, 2022). AT’s involve-
ment in making critical decisions about student advancement, resource allocation,
or staffing raises questions about accountability. It is necessary to clarify whether
responsibility falls on the developers, educational leaders, or the institution itself
(Morley et al., 2021).

. Lack of Verifiability and Predictability - The complexity and opacity of AI deci-

sion-making processes pose significant challenges to their reliability and ethical
standards, undermining trust in Al applications, especially in education. To en-
hance accountability and address these issues, it is crucial to increase transparency
in Al operations, ensuring both effectiveness and adherence to ethical principles
(Yampolskiy, 2022).

. Lack of Emotional Sensitivity - AI-driven systems might simulate emotions based

on data, but they cannot truly understand or capture the full depth of human feel-
ings. This lack of emotional depth could impact students’ emotional development,
especially if AT tools replace human interaction (Keshishi & Hack, 2023).

. Rigid and Limited Flexibility - Al learns independently from large amounts of data

and is often unable to adapt to unpredictable situations like humans can (Holmes,
2022; Igbokwe, 2024).

. Risk of Dehumanisation - AI systems may shift the focus of education towards

metrics and numbers, prioritising summative assessment over interpersonal rela-
tionships and personal development (Igbokwe, 2024). Education should emphasise
empathy, which Al systems cannot provide, potentially weakening these essential
connections within the educational system (Holmes, 2022).

. Loss of Autonomy for Education Managers - According to some researchers, as Al

systems increasingly take over decision-making processes, educational managers
may become overly dependent on these tools, potentially weakening their ability to
make intuitive and context-sensitive decisions (Ahmad et al., 2023; Igbokwe, 2024)
. Personality Alienation - AI-powered personalised learning systems may narrow
students’ exposure to content only aligned with their existing interests, limiting
their development and critical thinking (Bu, 2022; Chan, 2023; Ma & Jiang, 2023).
Surveillance - The risk to privacy from large-scale data collection involves the
potential harm of accumulating sensitive personal information (Covi¢, 2024). In
education, technologies that gather such data may expose students, teachers, or
parents to unauthorised access or misuse. The growing implementation of AI-
driven systems and surveillance tools in education highlights concerns regarding
personal privacy protection and compliance with relevant regulations (Berendt
et al., 2020; Luknar, 2024a).

Ethical Gaps’ Regulation - Clear legal frameworks are essential to ensure that de-
cisions made by Al align with ethical standards, preventing bias, mismanagement
of data, and negative effects on students and teachers. This risk is particularly
critical in education, where Al directly impacts individuals’ lives (Berendt et al.,
2020; Chan, 2023).

Plagiarism - Plagiarism occurs when someone uses Al to generate content, such
as text, and presents it as their work without giving credit or acknowledging that
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the content was created with the help of Al This means the person does not
properly attribute the work, which violates ethical standards in education and
research (Chan, 2023).

These risks in AIEd can be classified into four categories based on their underlying
causes: 1) sociological-pedagogical, 2) ethical, 3) technical, and 4) operational risks (Table 1).
Sociological-pedagogical risks pertain to factors that may undermine the quality of the
educational process, including strategic, physical, methodological, and technological ele-
ments (Kayumova & Zakirova, 2016). Ethical risks involve challenges such as systemic bias,
discrimination, privacy concerns, and data misuse, which arise from the implementation
of AT in educational settings (Nguyen et al., 2021). Technical risks encompass potential
challenges related to the technology’s performance within AIEd environments (Lunesu et al.,
2021), while operational risks involve disruptions caused by failures in processes, systems, or
external events impacting education (Syed et al., 2021). To create the instrument evaluated
by experts, out of a total of 13 identified risks, 10 were selected for assessment (Table 2).

Assessment of the probability
of AIEd risk occurrence

Based on the analysis of data obtained from a survey of nine experts from various
disciplines, an assessment of risks within AIEd was conducted, examining the probability
of their occurrence depending on the balance between the degree of human control, i.e.,
the role of teachers, and the level of system automation. The obtained results were inter-
preted through four distinct quadrants, forming the basis for key research findings which
are presented below.

Q1: Low teacher control & LOW AIEd automation: The descriptive analysis shows
that the mean values (M) for all the examined risks in the Q1 scenario were greater than
or equal to 3.00, suggesting that experts largely consider there to be a certain likelihood of
these risks occurring, but not to an exceptionally high extent (Table 2). The experts assess
that the following risks are most likely to occur in Q1 scenarios with mean values (M) as
shown in the table: 1) Lack of Verifiability and Predictability (M = 3.67), 2) Bias in algorithms
and Decision-Making (M = 3.67), and 3) Lack of Emotional Sensitivity (M = 3.67). On the
other hand, in conditions of low teacher and system control, the experts assess that the
least likely risks to occur are: 1) Lack of Transparency in decision - (Black box) (M = 3.00),
and 2) Compromised privacy through Surveillance and Monitoring (M = 3.11). The lower
mean values suggest that these risks are considered less likely, probably due to the specific
characteristics of the system and the possibility of better oversight or regulation of these
aspects in an environment with low automation.

Q2: HIGH teacher control & LOW AIEd automation: The descriptive analysis shows
that the mean values (M) for all the examined risks in the Q2 scenario were significantly
lower, ranging from 2.11 to 2.67 (Table 2). These values suggest that experts consider the
likelihood of these risks occurring to be low in this context, which indicates that high teacher
control reduces the probability of their occurrence. The highest mean values (M = 2.67)
were recorded for the risks of 1) Ethical Gaps’ Regulation: Plagiarism and 2) Lack of
Verifiability and Predictability, indicating that experts believe these risks, although present
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under conditions of Q2 scenario, still have a significant likelihood of occurring. This may be
attributed to challenges related to ethical standards and the unpredictability of the system.

Q3: LOW teacher control & HIGH AIEd automation: Descriptive analysis indicates
that Q3 scenario is identified as the riskiest, as the mean values for each risk exceed 3.56.
The highest mean values (M) within Q3 were recorded for the risks of 1) Ethical Gaps’
Regulation: Plagiarism (M = 4.33) and 2) Loss of Autonomy for Education Managers
(M = 3.89), reflecting significant concern among experts regarding the ethical challenges
arising from high system automation (Table 2). Sociological-pedagogical risks, such as 1)
Personality Alienation (M = 3.78) and 2) Risk of Dehumanisation (M = 3.78) also suggest
potential negative consequences in the context of automated decision-making without
adequate teacher control.

Q4: HIGH teacher control & HIGH AIEd automation. The descriptive analysis shows
that the mean values for nine out of ten risks in the Q4 scenario range from 1.67 to 2.33,
indicating a low likelihood of their occurrence (Table 2). The only exception is the risk
of Ethical Gaps’ Regulation: Plagiarism, with a mean value of 2.78, suggesting concern
regarding the possibility of its occurrence in this context. These results indicate that the
use of AIEd technologies under high teacher and system control is generally safe, except
in the area of the aforementioned ethical challenge.

CONCLUSION

The separation of AIEd from human cognition presents a significant challenge,
requiring its conceptualisation, development, and study as integrated hybrid systems that
combine human and AI (Molenaar, 2022, pp. 633—634). Achieving the right balance between
human control and Al autonomy in hybrid intelligence systems remains a critical research
question for experts in educational practice (Nguyen, 2025). Considering the complexity of
AIEd and the need to prevent negative outcomes, the identified risks are categorised into
four key groups: sociological-pedagogical, ethical, technical and operational.

The research findings indicate that the probability of risk occurrence is the lowest
when both teacher and system control are high, while the greatest risks arise when teacher
oversight lags behind the Al system, posing significant ethical and pedagogical threats. The
study results show that the Q4 scenario (HIGH teacher control & HIGH AIEd automation)
is the most desirable for implementing ATEd technologies, as it minimises the likelihood
of risk occurrence. The Q2 scenario (HIGH teacher control & LOW AIEd automation)
also offers relative security, but reduced automation may limit the system’s efficiency in
optimising the educational process, leading to increased subjectivity due to the significant
influence of the teacher and the underutilisation of AT’s capabilities. Although this scenario
has certain advantages, its application may be limited due to the high influence of the teacher
and reduced automation. The highest risks are present in the Q3 scenario (LOW teacher
control & HIGH AIEd automation), where high automation without adequate human
supervision creates significant ethical and operational challenges, making it undesirable
for implementation in AIEd environments. Finally, the Q1 scenario (LOW teacher control
& LOW AIEd automation) also carries risks, albeit to a lesser extent than Q3. The lack
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of control, even with low automation, can lead to unpredictable outcomes, making this
scenario unfavourable for the implementation of AIEd technologies.

From a sociological perspective, the integration of Al into the education system must
be guided by ethical and socially responsible principles. In this context, to ensure the ethical
application of AIEd, it is crucial to establish clear legal regulations and frameworks that define
ethical guidelines for the use of Al in education (Mandi¢, 2024; Matovi¢ & Risti¢, 2024).

IMPLICATIONS

For future research and practice, integrating a structured taxonomy of hybrid intelligence
into AIEd could serve as a fundamental framework for advancing AI-supported education.
Dellermann et al. (2019) developed a taxonomy that consolidates interdisciplinary knowledge
on human-in-the-loop mechanisms in machine learning, defining key design principles for
the development of such systems. Its application in the context of AIEd could contribute
to the creation of AI-supported educational environments that effectively balance human
control and Al autonomy, thereby enhancing pedagogical outcomes, ensuring ethical and
adaptive implementation, and significantly reducing the likelihood of potential risks. To
prevent potential negative consequences and ensure fundamental principles of security,
reliability, and trust to protect ethical practices and reduce the risk of data misuse (Alfredo
etal,, 2024), it is necessary to implement prevention measures related to: security protocols,
data privacy protection, system reliability, collaboration with end-users, data confidentiality,
and accountability in system design and implementation. The associated risks highlight the
need for careful regulation as to ensure safe and ethical integration. The introduction of
digital technologies in education is guided by strategic and legal frameworks that support
their successful implementation (Mandi¢, 2023; Risti¢, 2017).
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Jenuma 3. baduh!
Codnja M. Marosuh?

Yuusep3auter y beorpany, ®akynreT 3a 0dpasoBarme yunuTe/ba 1 BaCIUTAYa,
Katenpa 3a guakTuKy
Beorpag (Cpduja)

ITPOLIEHA PU3VKA KOPUIII'REIbA BEIITAYKE
VHTEJIMTEHIUJE Y OBPA3OBABY?

(IIpeBog In Extenso)

Caxeraxk: [IpenosHaBame eTMYKIX 132308 Y MHTErPALMjJ BELITaYKe MHTEIUTEHIINje
y odpasoBame nmokpehe dpojHa cormononika nurama. LInb pafa oZHOCK ce Ha UEHTHU-
¢bukanujy n KracuduKanyjy pusyka npyMeHe BellTauke NHTeIUTEHIMje Y 00pa3oBamby,
y3 KBaHTUTATMUBHY IIPOLIeHy BepoBaTHONe BhIXO0Be I10jaBe y OHOCY Ha CTelleH KOHTPOJIe
HACTaBHMKA M ayTOMaTM3alije BellTayKe MHTeIUTeHIMje IpeMa MOofieny Koju (oxyc
CTaB/ba Ha YOBeKa. Teop1jcKOM aHa/MN30M UAeHTU(UKOBAHO je 10 pusuKa rpynmucaHmnx
y 4eTupu Kareropuje. JJeCKpUIITUBHA CTaTUCTUYKA aHA/IM3a, 3ACHOBAHA HA IPOIleHaMa
JieBET CTPYUIbaKa, yKasyje [ja je KoMOuHaluja BUCOKe KOHTPOJIE U BUCOKe ay ToMaTu3alyje
HajeduKacHMja y ydaxkaBarby PU3IKa, JOK je HICKa KOHTPO/IA Y3 BUCOKY ay TOMAaTH3aLujy
HajpusM4HUju cueHapyo. Bynyhe nMmikanuje Harmamasajy odpa3oBHe IIpeBeHTHBHE
Mepe I0y3/jaHe yIoTpede.

K/byuHe peun: KOHTpoO/Ia HACTAaBHIMKA, ayTOMaTH3aliija BelITayKe UHTeIUTeHIINje,
00pa3oBHM PUSHLIM, JUTUTATHO APYIITBO, XUOPUIHA MHTENUTCHLIMja

YBOJ

Bemrauka nHTeMMreHnuja y odpasonamy (enrn. AIEd) npencraspa Myntuaucm-
IIVHAPHO II0/be KOje UCTPaXkKyje U IpUMelbyje TEXHOIOTHje BellTa4yKe NHTEeIUTeHIIje
(enry. Al) xako 811 yHaIIpennIo HaCTaBy U yueke Ha CBUM HMBOMMa odpasoBama (Tuomi
et al., 2023). Y nureparypu ce BemTadka MHTeUTeHIIja Y 0OpasOBHUM OKPY)KemuMa
cBe BuIIIe 03HavaBa cKpahennmom AIEd, xoja ce ofHOCH Ha TeXHOJIOIMje NU3ajHIPaHe [
HIOfp>Ke HACTaBY, yderbe I Ipoljece foHoIewa ognyka (Hwang et al., 2020). VuTterparyjom
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> OBO ucTpakuBame CIIpoBeo je YHuBepsutet y beorpany — ®akynTeT 3a 0dpasoBarme yunTeba 1
BACIINTA44, Y OKBIPY [IPOjeKTa ,,VI3rpajiiba K/bYYHIX padyHapCKIX KOMIIETEHIINja — Ka PajiHOj CHa3M
Synyhuoctn” (8poj 00136459) xoju criposopu IIporpam YjenumeHnx Hanyja 3a passoj (UNDP) y
HapTHEPCTBY ca MMHMCTapCTBOM IpOCBeTe, y3 nonpuiky Brane Perrydnuke Cpduje.
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Pas3IMYINTHX TEXHONMOIIKNX KOHLeNaTa, yK/bydyjyhu MalmHcKo 1 fyS0Ko y4erbe, Hey-
POHCKe Mpexe, aHa/IN3Y [OflaTaKa U MperosHaBame odjekara, AIEd ce mpemosHaje kao
MohaH 00pa3oBHU afat CocodaH Aa ce MPUIATOAYU MHAVBUYATHIM IOTpedaMa yueHNKa
u yHanpenu odpasoBHoO okpyxeme. [Topen Tora, AIEd mocenyje moreniujan fa omoryhn
TpaHcopMaINjy 0dpasoBHMX MpaKCK KPO3 MHOBATHBHE TEXHOJIOTH]e, OaKIIasajyhm
MIePCOHATN30BAHO U CAPATHIIKO yUere, aCMHXPOHE [IVICKYCHje ¥ ay TOMaTN30BaHe Mpo-
IieHe 3Hama (Nguyen et al., 2023).

TpeHyTHO Cy pe3ynTary BelITauKe HTETUICHI[Nje OTPAaHIIEHN Ha YCKY BEIITAuKy
MHTENTeHIN]y, KOja je cIennjannsoBaHa sa ofpebene sagarke, nomyt Iy acucrenra,
Cupu, Iy nmpeBopuona u Apyrux anara 3a odpajy HIpupopHor jesuka. MehyTum, npen-
Buba ce a he [eHepanHa BelmTauka MHTEMUTEHIINja TOCEIOBATH CBECT, eMOIIje 1 TIPaBy
MHTEUTEHIV]jY YIIOPEAVBY C IbyACKOM nHTenureHnujom (Babu & Banana, 2024). Cneneha
BPCTa OUeKMBaHe BEIITaYKe MHTeMUTeHIje MOTTIa 01 Ha/[MalllNTH JbYACKY MHTETUTeHIINjy
u gosectu o CyIep BelTadyke NHTeNMUreHIHje, Koja he duty muoro Spxxa u dospa of bya-
cke, n3asuBajyhn 3adpuuyToct o ToMe Kako he cBeT M3rmeaTu ca TaKBOM T€XHOIOTHjOM,
y3 Opojue etnuke gumeme (Bostrom, 2014). OdpasoBare 1 BelITauKa NHTEMUTEHINjA CY
HecyMmbUBO TToBe3aHn. CTpareryja pasBoja BelllTauke MHTenurenyje y Pemrydmumm Cpduju
3a nepuog 2025-2030. nctude 3Ha4yaj 0dpa3oBama, Kako y IOIiefy odyke CTpy4maxa 3a
Al, Tako U y aflanITaIuj1 Ha IPOMEHE Koje OHa JJOHOCH Y OKpy»Keme ydeHnKa (Sluzbeni
glasnik Republike Srbije, broj 30/18). JacHo je ma Al nma 3Ha4ajaH OTeHIVjaI ia OOIUKYje
dynyhHocT odpasoBama, oTBapajyhu HoBe MOTYhHOCTH 3a II€PCOHANMN30BAHO YYerbe U
yHamnpebere HacTaBHe IIpaKce, a HICTOBpeMeHO HyfAehn ajtaTe 3a cripedaBarme JUCKPUMU-
Hallyje, OuyBame IPaBUYHOCTH 11 IIPaBJie U OUyBame /byfICKe yyore y HactaBu (Schmager
et al,, 2023, str. 4 mpema: Xu et al., 2022). CaBpeMeHa TeXHOJIOIIKA pellierba ce 0C/Iambajy
Ha KOMOMHAIINjy JbYACKe M BeIITauKe MHTEIUTeHIIMje M Kao TaKBa IPeCTaB/bajy N3a30B
3a TpaJMIMOHa/He Nefjaromke npucryie. Al yrude Ha dymyhn passoj odpasosama, 10K
MofiepHM 00pa3OBHU CHCTEMI IOTPUHOCE H-eHOM KOHTMHYVPAHOM HAIPETKY, 3ajeHO
nopctuuyhu 1 ynanpebyjyhn rexuonomku passoj (Lufeng, 2018, str. 609).

MebyTum, AIEd ce cyouaBa ca dpojHMM M3a30BMMA KOjI1 IIpeBasuIa3e TEXHIIKe
acIeKTe beroBe UMIUIEMEHTalje, YK/by4uyjyhu u otnop yHyTap 00pasoBHOT cucTeMa.
HacraBHunm yecTo nspaxkaBajy 3adpMHyTOCT 300T Hecnarama nsMely MmoryhnocTu anmara
3acHOBaHUX Ha Al 11 3aXTeBa HaCTaBHOT IIPOTPaMa, Kao 1 300T eTUYKIUX JiiyIeMa Vi TOTeH-
IL[MjaJIHOT ypyllaBama Byxose npodecnonante ayronomuje (Kizilcec, 2024). Ou nsasosu
yKa3yjy Ha IUpy PYIITBEHY AMHAMUKY ycBajama Al, orBapajyhu He caMo IIMTama 0 BeHOj
byHKIMOHATHOCTI Yy 00pa3oBHOM IIpoliecy Beh 1 uTarma OfTrOBOPHOCTH, pery/aLyje u
eTUMYKIUX MMIUIMKAL[Vja BbeHe IIPMMeHe Y CAaBPEeMEHOM JPYIITBY.

Ineja AIEd-a ce He 3acHMBa Ha de3yCTTOBHOM MOBEpPERY y OBe crcTeMe, Beh Ha cTBa-
pamy OKpy»Xema y KojeM HaCTaBHUIIM KPO3 UCKYCTBO TIOCTETIEHO CTUYY CaMOIIOy3/ambe 3a
cBpcrcxopHy npuMeny Al'y odpasosamy (Kizilcec, 2024). Kako TexHonmoruja nocraje cse
BUIIIe MHTETPUCaHa y 0dpa3oBame, OCTaB/bajy Ce IIPa COIONOINIKA MUTAamba O TOMe KaKo
ayToMaTH3aIiija yTide He CaMo Ha y/IoTy U ay TOHOMIjy HacTaBHMKa Beh 1 Ha perymaTopHe
OKBIIpe I INTatba OATOBOPHOCTY yHyTap odpasosHor cucrema (Mandic et al., 2024a; Mandi¢
et al., 2024b). E¢uxacHa nnterpanunja AIEd-a npefcras/ba ClI0XKeH COLMOTEXHOMOUIKY
13a30B KOjU 3aXTeBa pa3MaTpame JbYACKIX (aKTopa Kako du ce odesdequa merosa
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CBPCUCXOJHA ¥ ofiroBopHa puMeHa (Buckingham et al., 2019). Mako 6poj crpyumaka Koju
cy criocodHM ia passujajy Al HacTaBsba fla pacTe, JaJIEKO je Mabe OHIX KOjU CUCTEMATCKI
aHa/IM3MpPajy UMIUIMKaLije Koje oBa TexHonornuja Hocu (Kissinger et al., 2021).

Vununjaryusa Beurrauka nuremvreniyja 3a K12 (AI14K12) dokycupa ce Ha moTeHImjan
Al 3a nodosplame NpHUCTYyIIa 00pa3oBamy, ca LubeM fia 0de3deny paBHOIpaBaH IIPUCTYIT
00pasoBHUM pecypcrMa 3a CBe YYeHIKe, de3 0d3upa Ha BIXOB COLIMOEKOHOMCKH CTaTyC,
Kao 1 fia moseha MHKIysMBHOCT cMamyjyhu mocTojehe dapujepe (Kohnke & Zaugg, 2025;
Al4K12,2024). ETuuky cTaHgapan U IOTeHIjaIHO HeraTuBHY edektu BU y odpasoBamy
OTBapajy 3HauajHa COIMOIONIKA MITaka Y OKBUPY 00pa3oBHOT KOHTEKCTA.

OBaj paj npysxa feTa/bHy UAEHTUPUKALN]Y 1 KTacupUKALUjy PUSUKA KOjU MOTY
HacTaTu y okBupy AlEd-a, y3 aHanusupame pasmmunTyX HIBOA KOHTPOJIEe HACTABHUKA 1
aytomarusanuje Al Koju MOTy yTuIjaT! Ha HUXOBY II0jaBy.

Cornononike gumeHsuje nnrerpanuje AIEd-a

VuTerpanyja Al y pasnuunre ApyliTBeHe TOMEHe OTBapa CJI0XKeHa IITakba y IOy
HIBOA ayTOMATH3allje CYCTeMa I BbeHVX IIVPIX COLja/IHIX UMIDIMKayja. VcnuTrBame
OBMX TIpOljeca U3 COLMONIOLIKE TIePCIEKTHBE je II0CedHO pelleBaHTHO, MMajyhn y Buny
TBpAbe ofipeheHux ucTpaxupaya ga caBpeMeHO JPYIITBO QYHKIMOHNIIE Y OKBUPY
HaasopHor kamutanusma (Zuboff, 2019). Y ToM KOHTEKCTY, AUTUTATHU HAJI30P MOCTaje
HEOZIBOjMB JIeO CBAaKOJHEBHOT JKMBOTA, IITO 13a31Ba ONPaBIaHy 3adpMHYTOCT fia du ce
MH(QPACTPYKTypa Ha30pa MOI/Ia HOPMa/IM30BATH U IPUXBATUTH de3 KPUTUUKe IIPOLjeHe
(Elliot et al., 2021) xao IITO IOCTOjU PU3MK Jia Ce Ay TOMATI30BAHY CUCTEMY 3aCHOBAH! Ha
Al BpeMeHOM HePLUIMPAjy KaO HEIOTPELINBY, de3 pasMaTparba BaIMAHOCTI HIXOBUX
cagpskaja u ucxopa (Luknar, 2024a).

Ca COLMOJIONIKOT CTAHOBMIITA, TEXHOJIOTWje HIICY HeyTpaHe, Beh cy odnmukoBaHe
COLIMOIOIUTUYKIM U €KOHOMCKIM CTPYKTypaMa Koje UPEKTHO YTUYY Ha HBJXOBY IMpPH-
MeHY ¥ MHCTUTYLMOoHaNHY perynanujy (Selwyn & Facer, 2014). Crora, nnrerpanuja Al
y pasnuduTe od1acTy, a HocedHO y 00pasoBHM CUCTEM, 3aXTeBa IXX/BUBO OCMMUII/bEHE
CTpaTeryuje 3aCHOBaHe Ha eTMYKUM U JPYLITBEHO OfTOBOPHMM IIPUHLMIINMA YIOTpede
purutanuux texHonoruja (Elliot et al., 2021). Byayha npensubarma y Be3u ca nocrenniiama
npenacka ca Artificial Narrow Intelligence na Artificial General Intelligence, a motom n
Ha Artificial Super Intelligence orBapajy dpojHe eTnuke guneme. YKOIMKO HeMa jaCHUX
PperyIaToOpHMX OKBMpa I 3ay3MMarba KPUTUYKOT CTaBa IIpeMa HafI30py, IOCTOjU PU3UK A
ayTOMAaTIM30BaHU CUCTEMH He caMo IITo Hehe cMamnTy nocTojehe coryjante HejegHAKOCTH
Beh 811 ¥X MOITIM JOJATHO PORyOUTH.

PasBoj Al je nsyseTHO AMHAMMYaH MPOLIEC, IITO FOJATHO KOMIUIMKYje Kperpame
IIPaBHUX peryaaTyuBa Koje 01 MoI/le YHaIpes IpefBULeTI eTUIKY OKBUP 32 HheHY YIIO-
Tpedy. OBaj 13a30B [IOCTaje HAPOUMTO U3PAXKEH Kajla HUBO ayToMaTu3anuje cucrema Al
HaJIMalllyje JbYACKY KOHTPOIY, 4iMe ce Tokpehy (hyHIaMeHTanHa MUTamka OArOBOPHOCTH,
desdemHOCTI U IPaBMYHOCTY HheHe npyMere (Jiang, 2023). Bumy cTeren ayToMarusanyje
IOIATHO YCIOXKIbaBa MNTambe Paclofielie OATOBOPHOCTY, 3aXTeBajyhu npenyusHo gedu-
HIICaHe peryJaToOpHe MeXaHu3Me Koju he ocurypatu 3akoHUTY 1 JPYIITBEHO OTOBOPHY
npuMeHy Al, y3 NICTOBpeMeHO yMambebe MPaBHIUX, eTUYKNX U COLMOIONIKMX PUSMKa KOjI
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npare weny yrnorpedy (Elahi & Cook, 2023). [Tox je cBecT 0 pusnuuma u 310ynorpedama
Al ocHOBa 3a IEHO eTIYKO PEry/Ncae, a lbeHa IIPYMeHa TOIPMHOCH JOOpoduTu JoBe-
Ka, unrerpanuja Al je onpaspana (Luknar, 2024b). OuyBame /pyncke koutpone y AIEd
CHUCTeMHUMa NIPefiCTaB/ba K/bYUHY MPEYC/IOB 32 eTUYKY ¥ OATOBOPHY MHTerpanujy Al'y
odpa3oBHN mpolec. Y TOM KOHTeKCTY, Al Moxxe nMaTy nogpskasajyhy yiory, amm He u
onnyayjyhy, oceSHO y KOHTEKCTy JloHOMIe b neffaromkux oftyka (Suvakovié, 2024).

XndpuaHa MHTETUTEHIMja Y KOHTEKCTY Jby/ICKe KOHTpPOJIe
7 ayTOMaTu3alyje BellTadKe MHTeTUTeHIMje

Anropurmu Al, pasBujeHn Kpos yO0Ko ydere M HEyPOHCKe Mpexe, Ipymarohasajy
ce Ha OCHOBY JbY[CKMX yHOCaA U Hoficehajy Ha /byAcKO pasMulbarbe. XUOpUHa MHTEIN-
rennyja (errn. HI) koMOuHyje /byICKy U BEIITAaYKY MHTEMUTEHI]Y KPO3 IMHAMUYKE, TBO-
CMepHe UHTepaKI1je KaKo 0¥ ce OCTUI/IV U3BAaHPETHM PE3YATATH U pelliaBaju CTI0XKeHN
npodnemnu (Nguyen, 2025). e HI je ma nckopucTyt IpegHOCTU 1 JbYACKE U BELITAUKe
uHTeMreHnyje pagu domux ncxopa (Dellermann et al., 2019). Crynuje cyrepury ga Al
Tpeda ja yHaIIpeny, a He ia 3aMeHM JbyiCKe CIOCOOHOCTH, ocedHo y odpasoBamy (Chen,
2022; Schmager et al., 2023).

Y oBoM KOHTeKCTY, HI ce jaga Kpos capafiby /by[CcKe U BEIITAYKE MHTEUTEHLIMjE
(errn. HAC) e HacTaBHMK OCTaje IieHTpanHa ¢urypa y npouecy ydema (Nguyen, 2025),
Synyhm ma je HecyMm1Ba BeroBa yCIEIIHOCT Y PelllaBarby MHOBAaTUBHMX U HeaKaJeMCKIX
13a30B4a, Ka0 IITO CY eMOLVIOHATHO pasyMeBame 1 kpeatusHocT (Chen, 2022). Al ¢ gpyre
CTpaHe, HaIMalllyje /by/e ¥ 00aB/batby CTPYKTYPUCAHNX, IUKIMIHUX 3aaTaKa U aHAIU3K
BENIMKNX CKYTIOBa IIOflaTaKa o ycrexy ydeHuka (Zawacki-Richter et al,, 2019). Maxo Al
MOXKe Ja IOHYAM IIepCOHAI30BaHe IpernopykKe 3a y4yemwe 11 HoBpaTHe uHpopMalyje,
HEOIIXOJIaH je JbY/ICKM HaJI30p KaKo M ce OCUTYPao eTUYKO GYHKIMOHNCAbE CHCTEMA
(Molenaar, 2022). Jbyzicka KOHTPO/Ia OFHOCH Ce Ha CIOCOOHOCT yTHIaha Ha aKiiuje, JOK
ayToMaTusaluja ImofpasyMeBa CUCTeMe KOji CaMOCTa/IHO M3BpLIaBajy 3amarke (Alfredo et
al., 2024). PaBHoTexa n3mMeby /pyncke KOHTposIe 1 ayToMarusanyje Al KJpyuHa je Kako du
ce crpeynu pusuLy ycen HepapHoTtexxe (Domfeh et al., 2022). Monenap (Molenaar, 2022)
HpeJyIake OKBUP ca LIeCT HIMBOA KOHTPOJIe 3Mely HacTaBHUKa, yueHnKa u Al, o motmyHe
KOHTpOJIe HaCTaBHUKa J0 noTiyHe Al ayromarusanuje. Cimano Tome, Hyen (Nguyen,
2025) npentuduKyje HUBOE JbYICKOT YK/by4nBama y Al cucTeMe, y pacloHy of ,90BeKa
y eT/bi’ JI0 ,90BeKa BaH IeT/be , Ca Pa3TMINTIM CTelleHVIMa HaCTaBHUYKOT HaJi30pa.

METOLOJIOTUMJA

InaBum xoHuent AIEd-a, y KOHTeKCTYy XMOpHIHE MHTEIUTeHIIMje VI CUHEepIHje JbYACKe
U BelITa4Ke MHTEIUTeHIIMje, CTaB/ba YOBEKa y IieHTap naxie. CXOIHO TOMe, OBO Hac je
yCMepuIo Ka IPUCTYITy BelITauKe MHTeNMureHje Gpokycrupane Ha yoseka (enrn. HCAI),
KOjU MOXKe IIPY>KUTH Pellierbe 32 eTUIKY M CBPCUCXOAHY nHTerpanujy Al y odpasosua
OKpY>Keba, ca KpajiuyuM I1jbeM yHarpeherma 0dpa3oBHUX McXofa, HOfpLIKe J0dpoduTn
y4eHNKa U CIIpedaBara NoTeHjanHux pusuka. [limerep n capagunum (Schmager et al.,
2023) peduuniry HCAI kao mpuctym Koju yHampebyje ciocodHOCTI YoBeKa y3 3a/ipykaBarbe
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JbYICKe KOHTpOJIe Hafl cucTeMuMa Al, y3umajyhu y 0d3up eTnduke 1 mpaBHe acIekTe, Kao
U [pylTBeHy Hodpodut unme ce ocurypasa ga AIEd dyzne moysnaH, desdenan un gocrojan
HOBepeba, Y3 ICTOBPEMEHO IO CTUIIAIbe CAMOIIOY31amkba, CTPYYHOCTH 1 KPeaTUBHOCTH
(Shneiderman, 2020).

Llwpb oBor pasa cy upeHTHUKaLMja U K1acuduKanyja K/byYHUX PU3MKA ITIOBE3aHNX
ca ummneMenranyjoM AIEd-a, y3 KBaHTUTaTUBHY IIPOLIEHY BepoBaTHOhe HBIUXOBOT Ha-
CTaHKa y 3aBMICHOCTH Off CTeIleHa KOHTPOJIe HaCTaBHMKA M ayToMaTusanuje Al, y ckmagy
ca mozietoM HCAI (Shneiderman, 2020). Kako du ce ynanpepque npeBeHTUBHE Mepe, a
ITOTEHLMja/THY HETaTUBHY yTULAjU CBE/IM Ha MUHUMYH, IIPBO jé CIIPOBEeHa TEOPUjCKa
aHanmm3a pagu npeHtudukanyje pusnuka y odnactu AIEd-a. Hakon Tora, nsBpiieHa je
IleCKpUIITMBHA aHa/IN3a Koja je 0dyXBaTmia CTaTUCTUYKY 0dpajy IIofaTaka godujeHnx of
y30pKa KOjy UMHM JeBeT eKCIepaTa U3 pasIuuuTyX 0OlIacTy: IBa CTPYUbaKa 3a UTUTal-
He TeXHOJIOTYje U CeflaM U3 JOMeHa YHUBEP3UTETCKOT 00pa3oBama, yK/by4yjyhu detupu
eKCIIepTa 3a MeTOAMKY HacTaBe 00pa3oBHe TeXHOJIOTHje, 10 je[THOT 3a MeTOIMKY HacTaBe,
00pasoBHY COLMOTIOIN]Y 1 TIPOLIEHY LMBIIHE de3deTHOCTN.

[TpolieHa je cmpoBefieHa 3a pas3aN4NTe MOJAINTETE /byACKe KOHTpone n Al ayToma-
TH3aLje, KOji Cy IpeAcTaB/beHy Kpo3 yeTupu KBaapanTa (Q) mozena HCAI IIHajoepman
(Shneiderman, 2022) je npeaioxno IBOSMMEH3MOHATHI OKBUP KOjI Pas3yKyje pasiu-
4lTe CTelleHe /byACKe KOHTPOJIe U ayToMaTu3aluje CUCTeMa, Harlalasajyhn fa cy oBu
eneMeHTN MehycodHo 3aBucHY, a He uckpyunsn (Alfredo et al., 2024). [Ipyrum peunma,
JBYZICKa KOHTPOJIA MO>Ke Ce aHa/IM3UPaTH y YeTHPU KBAJIPAaHTa, KOji KOMOMHY]Y HIM3aK VTN
BIUCOK HIBO HaCTaBHMYKe KOHTPOJIE Ca HICKOM TN BICOKOM ayToMarusanujom AIEd-a:

K1: HCKA kontpona nactaBurka u HVMICKA ayromarnsaunja AIEd - omucyje
CHCTeMe ca MMHMMATHOM KOPUCHIYKOM KOHTPOJIOM U 3aHeMap/bIBOM ay TOMATU3aIIMjOM.
KopucHunnu Mory camo fa Tymade JOCTyIIHe nHpopManuje des moryhHocTy mpunaro-
haBamwa wm Mmopgudukanyje, Ha npuMep Kopuihemwe pecypca 3a yuemwe y CUCTeMMUMa 3a
ypasmame yuemeM (Alfredo et al., 2024; mogudukosano npema: Shneiderman, 2020;
Shneiderman, 2022).

K2: BUCOKA xonTpona Hactrasauka 1 HVICKA ayromarusanuja AIEd - ognHocu ce
Ha CHCTeMe Koji1 oMoryhaBajy KOpUCHUIIMMA [IepCOHAMN3ALIN]y ¥ KOHUTYpHCatbe acreKara
Ipolieca yJema, IIpJ YeMy HaCTaBHUK 3a/[pXKaBa KOHTPOJTY HaJl OKPY>KeHeM 3a yuerbe y3
MUHVMAJIHY VWIN HMKAaKBY ayToMaTn3anujy Al, Ha mpuMep IepcoHaI30BaH BU3YeTHN
IaHeIN WIN CUCTEeMM aHa/u3e mofaTaka BoheHu o crpane HactaBHmka (Alfredo et al.,
2024; mopudukosaHo npema: Shneiderman, 2020; Shneiderman, 2022).

K3: HMCKA xonTpona HactaBHuka u BMMICOKA ayromatnsanuja AIEd - ogHOCH ce
Ha CICTeMe KOjI Ce Y BE/IMKOj MepU OC/arbajy Ha ayTOMaTU3alNjy Y3 MUHMMA/HY KOpU-
CHMYKY KOHTPOJY. Y OBMM CUCTEMIMA, aITOPUTMH YIIPaB/bajy MpOLeCMMa OfIy4MBatba
U Jle7IoBamba, Ha IIPMMep CUCTeMM ayTOMAaTHM30BaHOT OlielhMBamba KOjJi MOTY 3aMEHUTH
HacTaBHMKa WM My IoMohn y cenudnynnuM 3apanyma nporere (Alfredo et al., 2024;
Mopudnkosano npema: Shneiderman, 2020; Shneiderman, 2022).

K4: BUCOKA xonTpona HacTaBHuKa 11 BMMICOKA ayTomarnsanuja AIEd - ommcyje
cucTeMe Koju KOMOMHYjy PYYHO YIIpaB/baibe ca ay TOMAaTI30BAHOM IIOfIPIIKOM 3 JOHOLIEHe
OJI/TyKa Y OKPY>KeIbY 3a yuere. Y OBMM CUCTEMIMA, KOPYICHUIIV KOPMCTe ay TOMAaTU3aLjy
32 aHA/IM3Y TIOlaTaKa O YYerby U JOHOIIe e TIefJarOlIKIX OfTyKa, Ha ITpUMep VIHTeINTeHTHN
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HAaCTaBHU aCUCTEHTH, HaIIPeHY NIPeIVKTVBHI /ATy y AHAIUTUYKIM [aHe/IuMa Koju
IPY>Kajy CMepHMIIe U IOAPLIKY y foHoLIewY opayka (Alfredo et al., 2024; mogudukosano
npema: Shneiderman, 2020; Shneiderman, 2022).

VcrpakuBadukyt MHCTPYMEHT je pasBujeH yKpiuTaweM yKynHo 10 AIEd pusuka ca
pasmanTyM KBagpantuma mopena HCAI, kako du ce mpoLieHmIo Koju HUBO HACTaBHIYKE
KoHTpoJe u ayroMarusaruje AIEd-a y odpa3oBHOM mpoliecy Mo)ke YTULIATI Ha BEPOBAT-
Hohy HacTaHKa pusuka. CIMYHM PpUSULM CY TPYIIMCAH Y jeAMHCTBEHE KaTeropuje pagu
IpeLM3HIje aHa3e.

Pesynraty ¢y IpUKYIUbEHY Ha OCHOBY €KCIIEPTCKIUX IIPOLIeHA, KOje CY CTaTUCTUYKI
aHamM3MpaHe KopuinhemeM CpefbUX BPELHOCTI U CTaHAPHNX JeBUjalyja, MHTepIIpe-
THUpaHe y CKJIaJly ca BPeJHOCTYIMA MHCTPYMEHTa Mepetba Ha OCHOBY IIeTOCTeIIeHe CKajle
JIuxeprosor tumna. CrelleH HacTaBHIYKe KOHTposle 1 Al ayromarusanuje ynopebheH je ca
MpoljeHOM BepoBaTHOhe HacTaHKa pU3MKa 1 olelbeH Ha cnefehn HaunH:

o 1 - V motmmyHoCTH ce He craxkeM (fa he prusnk HacTaTn)

o 2 — lenumu4HO ce He cnaxeM (na he pnsnk Hacratn)

3 — Hutu ce cmaxxem, HUTH ce He cnakeM (ma he pusux Hacratn)

o 4 — [lemuMu4HoO ce cnaxkeM (ma he pusuk Hacratn)

o 5 - Y normyHoctu ce cnaxkeM (fa he pusnk nHacraru)

PE3VJITATU U IMCKYCHJA

C 0831poM Ha C/I0XKeHOCT IIpYMeHe BellTauKe MHTemreHyje y odpasopamy (AIEd),
jemaH pUsVK MOXKe OMTMU MOBE3aH Ca BHIIe aclleKaTa NMIUIEMeHTaluje. Y TOM KOHTEKCTY,
TeopujcKa aHaym3a je dua ycMepeHa Ha neHTI(MKOBarbe Hajuenthyx pr3iKa Koju Ce jaB/bajy
TOKOM IIpMMeHe BellITauKe MHTEeIUIeHIje ¥ 00pasoBHOM KOHTeKCTy. OBM pU3UIIN Ofjparka-
Bajy OIIIITE 113a30Be KOjU Ce MOTY jaBUTI TOKOM U HaKoH nMinieMeHTanuje AIEd cucrema.

Knacudukanmja pusuka y3poKoBaHNX IPUMEHOM
BelITayKe MHTEINUTeHIMje Y 0dpa3oBamy

Yrpkoc dpojHUM nmpefHOCTNMA, TpuMeHa Al y 0dpasoBamwy JOHOCK pasIuduTe
PU3MKe U IIpeTHe Koju ce He cMejy 3aneMapuTy (Bu, 2022). HeonxonHo je feTa/bHO UjjeH-
TU(PMUKOBATU U aHAIVSUPATH PU3MKe KaKO OY ce CIIPeyVIi WIN YOIaKIUIN, YiuMe Ou ce
CTBOPWIN YCJIOBM 3a OrOBOpHY U eTnuKy npumeHy AIEd. ITpema Vrdoksey (Igbokwe,
2024) mocTojy HEKOIMKO IOTeHIMjaTHNX pusuka (1-9) nosesannx ca AIEd, ox xojux ce
MHOTY TIOK/IaTIajy ca pe3yATaTiMa CTyuja apyrux ayTopa (Yampolskiy, 2022; Zanetti et al.,
2020). ITopex tora, Hexn aytopy, nomyT Yaxa (Chan, 2023), Bepenra n capananka (Berendt
et al., 2020) uctuuy crennduyHe pusyke y o0dpasoBHOM KoHTeKcTy. Ha ocHOBY aHanmm3e
TOCTYIIHE TUTepaType, cnefehn pusuiy ce nsfBajajy Kao K/by4Ha mpeTa npumere AIEd.

1. Ilpucrpanocrt y anroputmuma Al n foHolewny ofnyka — KommnekcHocr an-
ropuTaMa OTeXKaBa pasyMeBarbe KaKo ce JOHOCe OfTyKe Win mnpenopyke. OBaj
HeJJOCTaTaK TPAHCIAPEHTHOCTU MOXKe CMAmbUTI II0OBEPerbe M 3aKOMIIINKOBATH
mpoliec foHomIema oftyka (Igbokwe, 2024). Y odpasopamy je HeonxonHa Beha

625



Jemuia 3. baduh, Coduja M. Marosuh, IIpouerna pusuka kopuuihera sewsitiauxe...

TPAHCIIAPEHTHOCT y cucTeMnMa Al kako du ce oBaj mpodiem pemno (Bu, 2022;

Yampolskiy, 2022; Zanetti et al., 2020; Covié, 2024).

2. IlpuBatHoCT 1 de3denHocT moparaka — [Ipumena Al y odpasoBamy nmogpasymesa
odpajly TMYHNUX MOfaTaKa y4eHMKa, HAaCTaBHMKA U poauTesba. YcKaaheHoCT ca
npomucuma nmonytT GDPR y Esponin u FERPA y CA]] je HeomnxofjHa 3a 3alITUTY
nopataka (Igbokwe, 2024). [TpucyTaH je pusux o Lypema u 31oynorpede 1o-

maTakay pasnmmantuM ¢aszama nporeca (Bu, 2022; Chan, 2023).

3. HepmocTaTak TpaHCIIapeHTHOCTH Y IOHOIIERY OfTyKa (IjpHa KyTnja) — HemocTarak
TPAHCIAPEHTHOCTN Y cucteMyMa Al 4uHM Ipoljec JOHOLIeHa OITyKa HejaCHIM
(Igbokwe, 2024). IIpumepa pagu, Al y odpaszoBarby MOXe IPEIOKATH Mepe
3a pelllaBambe MpodieMa, aIy HaCTaBHUIM MOXK/a Hehe pasymMeTy 0OCHOBe THX

nmpenopyka (Zanetti et al., 2020).

4. OgroBOpHOCT ¥ eTHYKa IMTama — OBaj HeloCTaTaK jacHO Jie(MHUCaHe OAro-
BOpHOCTH NofpuBa nosepeme y Al (Yampolskiy, 2022; Morley et al., 2021). Kaga
crcteM Al HalrpaBy TPENIKY, IOCTaB/ba Ce IIUTame KO je OfITOBOpaH — IIporpamepu

wn odpasosre nHcTuTynuje (Igbokwe, 2024).

5. HemocTaTak mpOBep/bUBOCTY U MPeABU/BUBOCTY — CroXKeHOCT cuctema Al
YJHM BJUXOBO Ie/IOBalbe TEIIKO IIPOBEP/BYBYUM U IPEABU/BUBUM LITO yTUYE
Ha IIOBepelbe Y HbUXOBY IIOY3IaHOCT U eTndke cTanpapze (Yampolskiy, 2022).

6. HegocraTak emormoHanHe oceT/puBocTy — Crictemu Al Mory cumynmmpary eMo-
I[uje a/y He MOTY UCTMHCKM pa3yMeTH Jbyfcka ocehama IITO MOXKe HeraTHBHO
YTUL[ATH HA eMOLIVIOHATHN Pa3Boj YUeHNKa Kajia yroTpeda amata Al Mema /byficKy

unrepakiyjy (Keshishi & Hack, 2023).

7. KpyrocT n orpanundena ¢pnekcudumHocT — Al caMOCTaTHO y4it U3 BeJVKe KOJIN-
YMHe TT0faTaKa U YecTo Hije Y MOryhHOCTH fla ce IIPMIarofiu HellpeABUAVBIM

cuTyanyjama kKao mro o mory bynu (Holmes, 2022; Igbokwe, 2024).

8. Pusuk o mexymaHusanuje — Al Moxxe oBecTH Jo Tora jja ce odpasoame ¢o-
Kycupa Ha dpojuaHe MeTpUKe yMeCTO Ha IMYHU pasBoj u emmatujy (Igbokwe,

2024; Holmes, 2022).

9. I'ydutax ayroHOMUje MeHallepa y odpasoBamy — Ca cBe Behom npumenom Al,
MeHallepy y 00pasoBarby MOTY IIOCTATI IIPETePaHO 3aBJICHY Off OBMX aJ1aTa, MITO
MO>Ke OCTTadUTH BIXOBY CIIOCOOHOCT 3a JOHOLIEbe MHTYUTUBHUX Y KOHTEKCTY-

aJIHO oceT/BMBIUX ofIyKa (Ahmad et al., 2023; Igbokwe, 2024).

10. Orybemwe muunocty — Cucremu Al 3a IIepCOHAM30BAHO YYeEe MOTY OIPAaHIINUTA
Y4YEHMKE Ha cafipKaje KOju ce IO ylapajy ca IhbUXOBUM IPETXONHNUM MHTEPECOo-
BambIIMa, OTPaHNYaBajyhu BIXOB Pas3Boj ¥ KPUTUYKO pasmuibame (Bu, 2022;

Chan, 2023; Ma & Jiang, 2023).

11. Hapzop u npaheme — [Tpukymsparmbe BeMMKOr 00MMa IoiaTaka MOXe YyTPO3UTH
IIPMBATHOCT YY€HMKA, HACTaBHMKA 11 popuTeba. Cucremu Al Koju KopucTe anare
3a HaJI30p MOTY JJOBECTH JI0 HEOB/IAITNEHOT PYCTYTIA VN 3/I0yTIOTpede mojaTaka

(Covié, 2024; Berendt et al., 2020; Luknar, 2024a).

12. ETnuku ja3oBu — YKOIMKO He IIOCTOjM jacaH IIpaBHM OKBUP, puMeHa AIEd ne
Su duma yckmabhena ca eTMuKuM CTaHAAPAMMA LITO OU JOBENIO KO IIPUCTPACHOCTH

u 3noynoTpede nmogaraka (Berendt et al., 2020; Chan, 2023).
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13. ITnmarmjapusam — Al ce MO)Ke KOPUCTUTH 32 ayTOMATCKO TeHepucarbe caipykaja
des3 ajlekBaTHOT HaBolera N3BOPA IIITO HAapyIlaBa aKafleMCKY eTHKY U CTaH/apyie
y odpasoBamwy (Chan, 2023).

Osu prsunyt AIEd Mory ce kmacnKoBaTu y 4eTUPM KaTeropije Ha OCHOBY Y3pOKa
IbJIXOBOT HACTaHKa: 1) COLMOMOIIKO-TIeAaTrOIIKY, 2) eTUYKY, 3) TeXHUYKM U 4) OllepaT!BHU
pusniy (Tadena 1). CoLMoONIKO-MeJATOIIKY PUSHIIM OFHOCE Ce Ha aKTope KOju MOTy
YTPO3UTHU KBa/INTET 0OPa3OBHOI IpoLieca, yK/by4dyjyhi crpaTeliike, Gpysnyke, METOJOOMIKe
u TexHonouKe eneMenTe (Kayumova & Zakirova, 2016). Etiuku pusuiy odyxsarajy usa-
30Be Kao IITO CY CHCTEMCKa IPUCTPACHOCT, AUCKPUMIHAILN]A, TPOOIeMI IPUBATHOCTY 1
370yTIoTpeda IojaTaka Koju HacTajy mpuMeHoM Al y odpasosHnM okpyskemnma (Nguyen
et al., 2021). TexHuukM puU3NLY YK/bY4yjy IOTEeHIMjaIHe IpodieMe Be3aHe 3a nepgop-
mance TexHonornje y AIEd okpyskemnma (Lunesu et al., 2021) 0K ce onepaTuBHY pU3ULII
offHOCe Ha IpodyeMe Y3pOKOBaHe HEYCIeCuMa y IPOIecMa, CHCTeMIMa MU CTIOTbHUM
morabajuma koju yruuy Ha odpasoBame (Syed et al., 2021). 3a kpeuparme MHCTPyMeHTa
KOjJi CY IIPOLICHMBAM eKCIIEPTH, OF YKYIHO 13 uaeHTudukoBanux pusrka, 10 je onadpano

3a epanyanujy (Tadema 2).

ITpouena BepoBaTHOhe I0jaBe pU3MKa yciief IpUMeHe
BellITauyKe MHTENNTeHIMje y 00pa3oBamy

Ha ocHoBy aHanu3e mogaTaka Z0O0UjeHIX aHKETVPAheM [IeBEeT CTPYUmhaKa U3 Pasin-
YMTUX 007IaCTH, USBPIIEHa je polieHa pusuka y AIEd, yaumajyhn y 0d3up Beposarnohy
IJIXOBOT HACTAHKa y 3aBMCHOCTH Off PaBHOTEXe 13Meby cTemneHa /byficke KOHTpOIIe,
OJIHOCHO yJ/IOTe HaCTaBHMKA M HUBOA ayToMaTu3anuje cucrema. Jodujenu pesynraru
CYy MHTEPIIPETUPAHNU KPO3 YeTHPY PA3INUNTA KBAJPAaHTa KOjy! YMHE OCHOBY 3a K/by4He
pesy/aTaTe UCTPaKUBama, IPEICTAB/beHe Y HACTaBKYy.

K1: HICKA xonTporna HactaBHuka u HVICKA ayromarusanuja AIEd - JleckpunrusHa
aHas/M3a IoKasyje fia Cy cpeniibe BpegHoCcTH (M) 3a cBe ncnmraHe pusuke y crieHapujy K1
Sunte Behe wn jegHaxe 3,00 1ITO Cyrepuile fa CTPYUmbaLyl YITTABHOM CMaTPajy fa IIOCTOjI
oppehena BeposaTHOhA I0jaBe OBVX PU3NKA, A/l He y M3Y3eTHO BUCOKOM cTereny (Tadena 2).
Kao HajBepoBaTHMje pusyKe y 0BOM CITy4ajy cTpyumanu cy onenmm: 1) Hegocrarak mpo-
Bep/BMBOCTI U HpeaBuausoctu (M = 3,67), 2) IIpucTpaHOCT y aITOPUTMY U TOHOLICHY
opnyka (M = 3,67) u 3) Emounonanny pasaogyusoct (M = 3,67). C gpyre cTpaHe, Kao
HajMarbe BEPOBaTHE PU3NUKE Y YC/IIOBMMA HUCKE KOHTPOJIe HACTAaBHMKA U BeIITayKe MH-
TeMUTeHIINje CTPyYrany cy oueHmmn: 1) Hegocrarak TpaHCIIApEHTHOCTH Y OfTYYUBALY
(upna xyitiuja) (M = 3,00) u 2) YrpoxkeHy IpUBaTHOCT Kpo3 Hafzop u npahemwe (M = 3,11).
Hmke cpenmbe BpefHOCTH yKa3yjy Ha TO Jla Cé OBM PU3UIM CMATpajy Mame BEPOBaTHUM,
BepoBaTHO 300r MOryhHOCTM 0/be KOHTPOJIE MM PETyIaliije OBMX acleKaTa y OKPY>Kerby
Ca HUCKJM CTEIIeHOM ayToMaTu3aluje.

K2: BUCOKA xonrporna HacrasHuka 1 HVICKA ayromarusanmja AIEd - JeckpunusHa
aHaJ/M3a 1oKasyje fia Cy cpefibe BpenHocTy (M) 3a CBe MCIUTUBAHe PUSHUKE Y CLIeHAPU]jy
K2 dusne snarHo HIKe, y pactiony of 2,11 o 2,67 (Tadena 2). OBe BpeiHOCTM yKasyjy Ha
TO Jla CTPYYbAI CMaTPajy Jia je BepoBaTHOha MojaBe OBMX pM3MKa Majia y OBOM KOHTEK-
CTY, IITO CyTepHullle la BUCOKa KOHTPOJIa HACTaBHMKA CMalbyje IbIXOBY 1ojaBy. HajBuiue
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cpenme BpegHoCcTU (M = 2,67) 3adenexxeHe cy 3a pusuke: 1) Ypenda o eTMUKIM 13a30BU-
Ma: TarujapusaM u 2) HegocraTak mpoBep/bMBOCTI ¥ IPEIBUAMBOCTH, IITO yKasyje fa
CTpy4H-allM CMaTpajy fa OBU PUSKIIY, MAKO IPUCYTHNU Y yCIoBUMa ciieHapuja K2, n mame
UMajy 3Ha4ajHy BepoBaTHONy mojaBe. OBO ce MO)Ke ITPUMMCATY U3a30BUMA TTIOBE3aHIM
ca eTMYKMM CTaHAApAUMA U HelpeABUAUBOILINY crcTeMa.

K3: HICKA xonTpomna Hacrasryka 1 BUCOKA ayromarusarmja AIEd - leckpuntusHa
aHa/M3a yKasyje Ha To Jia je ciieHapuo K3 onemeH Kao HajpusM4HUjH, jep CYy Cpefibe
BpemHOCTM 3a cBaky pusuk Behe op 3,56. Hajsuuie cpenibe BpenHoctu (M) y oxBupy K3
3adernexxeHe cy 3a pusuke: 1) Ypenda o eTnuknm nszazosuma: mwiarnjapusam (M = 4,33)
u 2) I'ydurak ayroHoMuje 3a foHOocKole ofnyka (M = 3,89), mto ofpakaBa 3HaUajHy
3a0pUHYTOCT CTPyUmhaKa y Be3! ca eTMIKMM M3a30BJMa KOjU IIPOUCTUYY U3 BICOKE
ayromarnsanuje cucrema (Tadena 2). Coumonomko-nefaromKy pusuiy, Kao Mmro Cy:
1) Otybemwe nmuunoctu (M = 3,78) un 2) Pusux op sexymannsanuja (M = 3,78), takobe
yKasyjy Ha IOTeHIja/THe HeTraTUBHe IIOC/IefyLle Y KOHTEKCTY ayTOMaT30BaHOT JOHOIIEha
ofykKa des afieKBaTHe KOHTPOJIe HaCTaBHIUKA.

K4: BUCOKA xonTpona HactaHuka n BMICOKA ayromarusaryja AIEd - Jleckpn-
NTUBHA aHAIM3a ITOKa3yje /la Cpejiibe BPEJHOCTI 3a IeBeT Off leCeT PU3NKa y CIieHapujy
K4 Bapupajy ox 1,67 5o 2,33, mTo ykasyje Ha HUCKY BepoBaTHONY muxoBe nojase (Tadena
2). JemuHu usyserax je pusuk: Ypenda o eTMYKIM M3a30BUMA: IUIATHjapu3aM, Ca CPEEHbOM
BpegHouthy of 2,78, 11ITO yKasyje Ha 3adpuHYTOCT y Be3u ca Moryhuoruhy mwerose mojase
y OBOM KOHTEKCTY. PesynraTn ykasyjy Ha To 1a je mpumena AIEd Texnomnormja y3 Buco-
Ky KOHTPOJTy HACTaBHUKA U CCTeMa yITaBHOM de3deffHa, OCUM Y 0d/1acTH MOMEHYTOT
eTIYKOT 13a30Ba.

3AK/bYYAK

Opsajamwe AIEd ox /byficke KOrHMIMje IpeICTaB/ba 3HAaYajaH M3a30B, KOjI 3aXTeBa
IETOBY KOHIIEIITYa/IM3aLNjy, Pa3Boj I IPOyYaBarbe MHTETPUCAHNX XUOPUIHIX CUCTEMA KOjU
KOMOVHYJY JbYACKY M BelTauyKy nHtenureHuyjy (Molenaar, 2022, str. 633-634). [Toctusame
oxroBapajyher danmarca usMeby /byzicke KOHTPOJIE 1 Ay TOHOMMje BellITauKe MHTeNTUIeHIIje y
XUOPUIHNM MHTEIUTEHTHNM CYCTEMIUMA, OCTaje K/bYIHO MCTPKMBAIKO [IUTAbE 33 CTPYU-
make y odmacty odpasosamwa (Nguyen, 2025). C 0d3upom Ha cnoxeHoct AIEd 1 moTpedy 3a
CIipevaBarbeM HeTaTUBHIUX VMICXOMa, MAEHTU(PVUKOBAHY PUSULIY CY KATETOPVCAHY Y YeTUPH
K/by4YHe TPyIIe: COIMO/IOMIKO-TIefJArOIKe, €TUYKE, TEXHNYKE U OIlepaTUBHE.

Pesynraru uctpaxmpara yKasyjy Ha TO [ja je BepoBaTHOha rojaBe pyu3uKa HajHIDKA
KaJla Cy ¥ KOHTPOJIa HACTaBHMKA U KOHTPOJIa CUCTeMa BUCOKe, JOK ce Hajehu pusumnu
jaBJ/bajy Kajla HaI30p HacTaBHMKA 3a0CTaje 3a cucTeMOM Al, IITO NpeficTaB/ba 3HAYajHE
eTMYKe U Iefjarolke npetme. Crynuja nmokasyje aa je cuexnapuo K4 (BMICOKA konTpona
HacraBHMKa 1 BUCOKA ayromarusanuja AIEd-a) Hajmoske/bHMjU 32 MMITTIEMEHTALIN)Y
AIEd TexHONOIMja jep y MOTHYHOCTH CMamyje BepoBaTHOhy nojaBe pusuka. CreHapuo
K2 (BMMICOKA xonTpona HacraBauka 1 HVMICKA ayromarusaruja AIEd-a) Takohe myam
PeIaTUBHY CUTYPHOCT, QI CMabeHa ayToMaTu3alja Mo)e OrpaHIYUTI epUKaCHOCT
CHCTeMa y ONTUMM3AIMjU 00pasoBHOT Ipolieca. Y TOM KOHTEKCTY, Moxke fohi Jjo moBe-
haHe cydjekTMBHOCTH yCyIef; 3Ha4ajHOT yTHUIIaja HACTABHNUKA M HEJOBOJBHOT Kopuihema
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moryhnoctu Al Maxo oBaj cuieHapuo 1Ma ofipeheHe IpefHOCTH, Bberopa IpiuMeHa MOXe
duTy orpaHmdeHa 300r JOMIHaIje HACTABHUKA I CMambeHe ayToMaTusanyje. Hajpehn
pusuny npucytHu cy y cuenapujy K3 (HVICKA xonrpona HacraBuuka u BMCOKA ay-
tromatusanuja AIEd-a), roe Bucoka ayTomMaTusanyja des ajjeKBaTHOT JbYCKOT HaJi30pa
CTBapa 3HayajHe eTUYKe U OllepaTHBHE M3a30Be, YHeNn ra HeloXXe/bHUM 3a IPUMEHY Y
AIEd oxpyxemuma. Konauno, crienapuo K1 (HMCKA xontpona HacraBHuka n HMICKA
ayroMarusanyja AIEd-a) Takohe Hocu pusuke, nako y Mamoj Mepu Hero K3. HegocraTak
KOHTPOJIE, 9aK ¥ IIPY HICKO] Ay TOMaTU3aLUjIi, MOXKE IOBECTH JJO HENPeABUMBIX MICX0OA
IIITO OBQj CLIEHapMO YMHY HEOBO/BHUM 32 nMiieMeHTanyjy AIEd texHomoruja.

V3 commoronike nepcrektuse, nHterpanuja Al y odpasosamy Mopa dutn Bohena
eTVYKUM U [PYLITBEHO OATOBOPHVM IPMHIVINMMA. Y TOM KOHTEKCTY, Kako du ce ocu-
rypana eruuka npumMena AIEd-a, K/by4HO je ycIocTaBUTHU jacHe IIpaBHe perynaTuBe U
OKBUpe KOjit lepUHNITY eTHUKe CMepHUIe 3a Kopuirherbe BelTayKe MHTETUTEHINje ¥
odpasosamwy (Mandi¢, 2024; Matovié & Ristié, 2024).

VIMIUTUKALUJE

3a dynyha mcrpaxmBarma 11 IpaKCy, MHTETPUCAIbe CTPYKTYPICaHe TAKCOHOMUje
xudpupte nnTenureHnuje y AIEd Moxxe mocmyxntn kao GpyHgaMeHTaTHY OKBUP 32 YHA-
npebeme odpasoBama nmogpkanor Al. lenepman u capaguuny (Dellermann et al., 2019)
Cy pasBIM/IN TAKCOHOMM)Y KOja yuBpiuhyje MHTepAMCUUIUIMHAPHA 3HAba 0 MEXaHU3MIMA
»40BEKa y IIeT/b) y MAIIMHCKOM yuety, Aedunuiryhn K/byqHe IPUHLINIIE [13ajHA OBAKBIX
cucrema. Fbena mpumena y konrekcry AIEd morna du fonpunetn ctBapamy 00pa3oBHIX
OKpy>Xema nogp>xannx Al koja Ha edpuKacaH Ha4MH damaHCUPajy KOHTPOTY HACTaBHMKA
U ayTOHOMHjY CUCTeMa, YuMe ce yHarpebyjy megaromxu ncxonm, ocurypasa eTudka u
aJlAlITMBHA [TPMMeHa U 3HAaYajHO CMarbyje BepoBaTHONA HaCTaHKa MOTEHIMjaTHUX PUSMKA.
Kako &1 ce ciipeunie moryhe HeraTuBHe HOC/Ie[NIIE M OCUTYPasI) OCHOBHU IIPUHLIUIIN
desdegHOCTI, IOY3AaHOCTH 1 IIOBEPEba Y LM/bY 3ALITUTE eTUIKUX IPAKCU U CMatbe-
Bba pusKKa of 3noynorpede noparaka (Alfredo et al., 2024), HeOIXORHO je IPUMEHUTH
IpeBeHTUBHE Mepe y Besy ca: 0e30eTHOCHIM IMPOTOKOMMA, 3alITUTOM IPUBAaTHOCTI
HofaTakKa, moysgaHouthy cucreMa, capaigiboM ca KPajibyM KOPMCHUIINMMA, IT0BEP/BUBOLINY
HofaTaka u ogropopHoiuhy y fusajHy u MMIUieMeHTaLuju cuctema. [loBesaHn pusnim
yKasyjy Ha moTpedy 3a Ma)k/bUBOM PETY/IALIjOM KaKO dJ1 Ce OCUTypaa CUTYPHA I eTHYKa
UHTerpanuja. Ypohemwe IUrnTamIHNUX TeXHONOIMja y odpasosame Tpeda Jja ce oiBuja y
OKBMPY CTpaTeLIKMX U MPABHUX OKBUPA KOjI MOJPKaBajy HIUXOBY YCIEIIHY IPUMEHY
(Mandi¢, 2023; Risti¢, 2017).
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APPENDIX/ITPUJIOT

Table 1: Classification of identified risks of artificial intelligence in education
/ Tadena 1: Knacugpuxayuja ugeHimudukosanux pusuxa eeuiiauie
unitienuienyuje y 06pasosary

CATEGORY/KATEFOPUJA RISKS/PU3U1LA

Sociological-pedagogical risks |- Lack of Emotional Sensitivity / EMoLimoHanHa paBHogyLLHOCT
/ CouMOoNOLIKO-NefaroLwKm « Risk of Dehumanisation / Pusuk og gexymaHusauuje
pv3num « Personality Alienation / OTyhere nuyHocTu

« Bias in algorithm and Decision-Making / MpucTtpacHocT y
anropvTMy 1 OHOLLIEHY OfJTyKa

Ethical risks « Compromised privacy through Surveillance and
/ ETnukn pusmum Monitoring / YrpoxkeHa npnBaTHOCT KPO3 Haf30p u
npahetre

- Ethical Gaps’Regulation: Plagiarism / Ypen6a o eTuukmum
13a30BMMa: Nnarnjapusam
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- Lack of Transparency in decision - (Black box) / HegocTaTtak
TPaHCNAaPEHTHOCTU y OfyumMBakby — (LpHa KyTuja)

- Lack of Verifiability and Predictability / HepoctaTak
NPOBePsbUBOCTY U NPEABUIABUBOCTH

- Rigid and Limited Flexibility / PurugHoct v orpaHuyeHa

Technical risks
/ TexHU4Kn pusmym

dnekcnbunHocTt
Operational risks « Loss of Autonomy for Education Managers / l'y6utak
/ OnepauroHanHn pusnym ayTOHOMUje 3a JOHOCKOLe ofnyKa

Table 2: Results of descriptive statistics on the probability of risk occurrence when using
artificial intelligence in education, depending on the degree of teacher control and system
automation / Tadena 2: Pesyniiaitiu geckpuiliiiuHe ciliaifiuciziuke o 6eposaitiHohu
ilojase pusuxa upunuxom Kopuwihera sewiniauke unitienuienyuje y odpasosatvy y
308UCHOCIIU 0g Ciliellena KOHIPOone HACTABHUKA U ayiiomMailiu3ayuje cuciiema

Q1/K1 Q2/K2 Q3/K3 Q4/K4
Std. Std. Std. Std.
M Dev. M Dev. M Dev. M Dev. N

Lack of Emotional Sensitivity /

3,67 1,581|2,11|,928 | 3,67 |1,225|1,67|,707 | 9
EmouvoHanHa paBHoAyLWHOCT

Risk of Dehumanisation /Pusvk o | 3 05 |4 3051517 1167 13,78 | 1,202| 2,221,003 | 9

AexymaHusauuje

Personality Alienation / Otyhewe | 33514 3531533 | 707 13,78 1 1,093| 2,00 | ,866 | 9
JIMYHOCTIN

Bias in algorithm and Decision-

Making / MpuctpacHocT y 3,67 1,658 | 2,441,236 3,56 |1,014| 1,67 | ,500 | 9

anropuTMy 1 JOHOLLIEHY Of1yKa

Compromised privacy through
Surveillance and Monitoring /
YrpokeHa NpUBaTHOCT KPO3 Haa3op
n npahere

3,11 1,364| 2,56 | ,882 |3,67|1,500|233|1,225| 9

Ethical Gaps’'Regulation: Plagiarism
/ Ypenba o eTYKNM 13a30BMIMa: 3,56 1424|267 1,118|4,33 (1,118 2,78 | ,972 | 9
nnarnjapvsam

Lack of Transparency in decision

- (Black box) / HepocTtatak
TPaHCNAPEHTHOCTM Y OANYUMBakbY —
(upHa KyTKja)

3,00(1,323|2,33(1,000| 3,67 |1,414|2,11|1,054| 9

Lack of Verifiability and Predictability
/ HepocTtaTak npoBep/bBOCTU U 3,67 |1,225|2,67 1,000 3,78 | ,833 | 2,22 1,093| 9
npeaBuabUBOCTU

Rigid and Limited Flexibility
/ PurngHocCT n orpaHunyeHa 3,4411,509|2,11|,782 |3,78| ,972 | 2,11 | 928 | 9
dnekcmbunHocTt

Loss of Autonomy for Education
Managers / T'ybutak ayToHommje 3a | 3,56 | 1,236 | 2,56 | 1,014 | 3,89 | 1,167 | 2,11 | 1,054 | 9
JOHOCKOLE OANyKa
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